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Abstract

In traditional association rule mining that
based on Apriori-like algorithm, all frequent itemsets
are computed and strong association rules are then
generated from the set of all frequent itemsets as a next
step. By contrast, in closed association rule mining,
instead of mining all frequent itemsets in the first step,
only the set of all closed frequent itemsets is mined
where the size of the set of all closed frequent itemsets
is much smaller than that of all frequent itemsets.
Instead of generating rules from the set of all frequent
itemsets, rules are generated from the set of all closed
frequent itemsets , where the size of rules generated
from the set of closed frequent itemsets is much smaller
than that generated from the set of all closed frequent
itemsets. This paper describes the concept of closed
association rule mining, how CHARM algorithm works
to find out all closed frequent itemsets, and the
implementation of rules generating system or rules
generator that mainly uses closed association rule
mining techniques by using CHARM Algorithm.
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1. INTRODUCTION

Today, association rule mining has become
one of the most challenging tasks among data minin

researchers and practitioners.

Mining is involves two main steps: (1) Finding al
frequent itemsets, (2) Generating strong assoaiatio
rules from the set of all frequent itemsets thas ha
In associatioe rul
mining, every rule has support and confidence to
measure its interestingness and strongness. Thu§
interesting an
strong if they satisfy given minimum confidence.

been just computed in step (1).

association rules are considered

Itemsets are considered frequent if they satisfemi

minimum support count.
In closed association

and non-closed frequent itemsets. It is found that

Association Rule . . i .
| detail. In section 4, overview of the system is

rule mining, all
frequent itemsets are distinguished into two main
broad categories, namely, closed frequent itemsets

is much smaller than the set of all frequent itamsise
since the set of all closed frequent itemsetssigtset
of the set of all frequent itemsets.

In addition to this, all association rules
generated from the set of all non-closed frequent
itemsets are equivalent to those generated from the
sets of all closed frequent itemsets. Consequeittly,
is not feasible to generate all association rutemf
the set of all frequent itemsets. It is just neetied
generate those association rules from the setlof al
closed frequent itemsets where redundant rules are
eliminated. The main steps involved in closed
association rule mining are: (1) Finding all closed
frequent itemsets, and (2) generating association
rules from the set of all closed frequent itemsed
satisfy minimum confidence specified [1].

The system uses closed association rule
mining instead of traditional association rule mai
to generate interesting Boolean association riles.
main computation-intensive step of finding all @ds
frequent itemsets is implemented with the use of
CHARM. It is not feasible to generate the set ¢f al
closed frequent itemsets by using Apriori-like
methods that examine all subsets of a frequent
itemset.Neither is it possible to use algorithms like
MaxMiner [6] or Pincer-Search [7]. Thus, CHARM
avoids enumerating all possible subsets of a closed
itemset when enumerating the closed frequent
itemsets [5].

The rest of the paper is organized as
follows. Section 2 describes association rule ngnin

Egoncepts in general. Section 3 describes the ctsicep

nd techniques of closed association rule mining in

described. Section 5 intends to explain how CHARM

works to find out all closed frequent itemsets from

the given input dataset. Section 6 describes how
association rules are generated from each of the
losed frequent itemsets. Section 7 describes

&'xperimental analysis of the system. Conclusion is

presented in section 8.

2. ASSOCIATION RULE MINING

LetJ={i1,i2,.....,im } be a set of items. Let
D, the task-relevant data, be a set of database

set of association rules can grow rapidly as userdransactions where each transaction T is a sé¢wiSi

lower the minimum support
confidence. The larger the set of all frequent geta
have, the larger the set of all association rules.
addition to this, the set of all closed frequeatrisets

and minimum Such that TE 7. Each transaction is associated with

an identifier, called TID. Let A be a set of items.

A transaction T is said to contain A if and
only if ACT. An association rule is an implication of



the form A=B, where A= J, Bc 7, and AOB = ¢.

The rule A=B holds in the transaction s&t with

support s, where s is the percentage of transaciion 3.1.2 Closed |temsets

D that contain AJB (i.e., both A and B). This is taken

to be the probability, P (8B). The rule A>B has Let the binary relatios be input database
confidence c in the transaction sbtif c is the  for association rule mining. L& € J and YS T.
percentage of transactionsZncontaining A that also  Then,the mappings

contain B. This is taken to be the conditional t:9> 7,1 ={yoT |¥x0X xsy},
probability, P (BJA). That is, support §B) = ) _
P(AUB) and confidence(&B)=P(B|A). Rules that T >73,i(Y)={x0J|VyDYxsy}

satisfy both a minimum support (min_sup) and adefine aGalois connection between the partial orders
minimum confidence (min_conf) are called strong. (p (7), <) and(p (7), €), the power sets of andT

By convention, support and confidence values arerespectively. The Galois connection satisfies the
written as to occur between 0% and 100%, rathefollowing properties (where X X,, Xs 0p (7) and

than 0 to 1.0 [2]. Y1, Ya YsOp (T)):
1) Xl c x2 3t(x1) 2 t(XZ)
3. CLOSED ASSOCIATION RULE 2) V1€ Y2 2i(Yy) 2 i(Y2)
Let Sbe a set. A function gi(S) — p(S) is
3.1 Closed Frequent Itemsets aclosureoperator on S if, forX, Y € S c satisfies
3.1.1 Partial Order and L attices the following properties:

1) ExtensionX c c(X),
Let P be a set. Apartial order on P is a 2)  Monotonicity: ifX < Y, ¢(X) < ¢(¥) and

; ; 3) Idempotency: c(X)) = c(X).
binary relation<, such that for all x, y, zn P, the . ; _
relation is: 1) Reflexive: x x. 2) Anti-Symmetric: x A SubseX of Sis said to beelosed if ¢(X) =X.
Lemmallet X € Jand Y € 7. Let ci(X)

<y and y< x, implies x=y. 3) Transitive: x y and y " .
<z, implies x< z. The sefP with the relation _js denote the composition of the two mappings | 0 (X)

called anordered set, and it is denoted as a pair (P, = t(X)). Dually, let c;(¥) =t 0i(Y) = «i(Y)). Then c;
<). x<y is written if y and x¢ y. P P P and e P (7) = 2P (7) are both
Let (P, <) be an ordered set, and Bbe a closure operators on itemsets and tidsets respectively.

subset of. An element O P is anupper bound of S Aclosed itemset is defined as an itemset X

if s<uforalsoS An element 0P is alower  that is the same as its closure, i.e., X iXg A
bound of Sif s> | for alls0 S The least upper bound €losed tidset is a tidset Y 5(¥). The mappingsi€ang

is called theoin of S, and is denoted a4S, and the ~ Ci» DPeng closure operators, satisfy the three

greatest lower bound is called theeet of S, and is  Properties of — extension, — monotonicity, ~and

denoted af\S. If S={x, y}, x v y is also written for the ~dempotency [1].

join, andx Ay for the meet. An ordered sét, K) is a

lattice, if for any two elements andy in L, the joinx 3.2 Closed Frequent Itemsets VsAll Frequent

v y and meetx A y always exist.L is a complete Itemsets

lattice if VS and AS exist for allS < L. Any finite

lattice is completeL is called ajoin semilattice if Theorem 1 For any itemset X, its support is equal to

only the join existsL is called ameet semilattice if the support of its closure, i.e., o(X) = o (Ci(X)).

only the meet exists. Theorem 2: The rule X;=>X, with confidence p is
Let p denote the power set 8f(i.e., the set €quivalent to the rule i(t(Xy))> i(t(Xp) with

; fidence g where p=q.
of all subsets o). The ordered setp(9), S) is a con .
complete lattice, where the meet is given by set The above two theorems imply that the

intersection, and the join is given by set unioor F rules generated from th? set of all non-closed
. frequent itemsets are equivalent to those generated
example, the partial orderp (J), ), the set of all

from the set of all closed frequent itemsets. Ineot
possible itemsets, and ((7), <), the set of all  words, rules generated from the set of all frequent
possible tidsets are both complete lattices. Thefse itemsets are redundant and therefore can be
all frequent itemsets, on the other hand, is only aeliminated. Thus, non-closed frequent itemsets are
meet-semilattice. For any two itemsets, only theirnot required to generate. Only closed frequent
meet is guaranteed to be frequent, while their joinitemsets are required to generate [1].

may or may not be frequent. This follows from the The fact that rules generated from non-
well-known principle in association mining thataifi  closed frequent itemsets are all equivalent to ghos
itemset is frequent, then all its subsets are alsgenerated from closed frequent itemsets plays a
frequent [3]. crucial role in implementing the rule generatorue



generating system. Because the performancef generating strong association rules from the dat
overhead can be reduced dramatically in two wayson the local server already posted by the user. The
First, instead of generating all frequent itemsetdy first process includes reading the input file,
closed frequent itemsets are generated whose ssize transforming the data from it into the desired fatm
much smaller than that of all frequent itemsetscMu and storing the formatted data on the server for
of computing time can thus be reduced. Secondsubsequent processing. The second process starts
instead of generating rules from all frequent itetes  with loading and initializing the data on a linkist.
association rules are generated only from closedVhile loading the data, each itemset is checked to
frequent itemsets, whereby reducing computing timeensure that it does satisfy the minimum supporhtou
that has to be used in generating rules from nonspecified by the user. Then, CHARM algorithm is
closed frequent itemsets. applied on the linked list to generate closed fesju
itemsets. After closed frequent itemsets have been
generated, strong association rules that do satisfy
4. SYSTEM OVERVIEW minimum confidence specified by the user are then
generated.
The system accepts a dataset of transaction
itemset pairs as input and produces associati@s rul

as output. Since the system is designed to work for 5. FINDING CLOSED FREQUENT

any application domain, input dataset is transfarme ITEMSETS
into a uniform format and that formatted dataset is
stored in the local server. The system is experieten (CHARM ALGORITHM )

with a sale dataset and a supply chain dataset.
Association rules generated by the system as outpup.1 Basic Idea
are presented to the users of the system in foramof
MS Excel file. The main computation intensive step in this
The input to the generator is a dataset of anyprocess is to identify the closed frequent itemsets
kind such as sales transaction dataset, medicatetat Unlike all previous association mining methods,
, educational dataset, etc. However, the inputsgata CHARM algorithm avoids enumerating all possible
is limited to be such that it consists of a set ofsubsets of a closed itemset when enumerating the
transactions and, for each transaction, it consits  closed frequent itemsets. Further, CHARM uses a
set of itemsets. The next inputs are minimum supportwo-pronged pruning strategy. It prunes candidates
and minimum confidence. Then the generatorbased not only on subset infrequency as do all
computes all closed frequent itemsets from thergive association mining methods, but it also prunes
dataset by using CHARM. The next step of the candidates based on non-closure property, i.e., any
generator is to generate the association rules fhem non-closed itemset is pruned.

closed frequent itemsets. The fundamental operation used in CHARM
algorithm is a union of two itemsets and an
i intersection of two transactions lists where the

itemsets are contained. The main computation in
CHARM relies on the following properties.
1. If t(Xy) = t(Xp), thent(X; U Xp) = t(Xy) N
t(X2) = t(Xy) =t(X,). Thus, every occurrence
— of X, can simply be replaced witk; U X;
ey and X, must be removed from further
consideration, since its closure is identical to
the closure oK; U X,. In other wordsX; U
X, is treated as a composite itemset.
2. If t(Xy) < t(Xp), thent(X; U Xp) =t(X) N

Worksfation

MS
Access
2003 File

MS Excel
2003 File

PS—— R t(Xp) = t(Xy) # t(X,). Here every occurrence
MR o an of X, can be replaced witk; U X,, since if
Figure 1. Overview of the System X; occurs in any transaction, th&p always
occurs there too. However, sintéX1) # t
4.1 Process Flow of the System (X2), X, cannot be removed from
consideration; it generates a different
The system has two main processes. The first closure.
process is the process of transferring the datangiv 3. If t(Xy) 2 t(Xy), thent(Xy U Xp) = t(Xy) N
by the user in the form of Excel or Access fileghwi tX) = tX) # t(X). In this, every
specified format into local server where the sysiem occurrence oK, can be replaced witk; U
installed, converting the input data to the forrtrat Xa, since whereverX, occurs X; always

system processes. The second process is the process occurs. X;, however, produces a different



closure, and it must be retained. tests if a new pair is frequent, discarding it iisi not.

4. If t(Xy) # t(Xp), thent(Xy U Xp) = t(Xy) N It then tests each of the four basic properties of
t(X2) #t(Xy) #t(X1). In this case, nothing can itemset-tidset pairs, extending existing itemsets,
be eliminated; bothX; and X, lead to removing some subsumed branches from the current
different closures [1]. set of nodes, or inserting new pairs in the nodécse

the next depth-first) step [1].

5.2 CHARM Algorithm
6. GENERATING ASSOCIATION
The algorithm starts by initializing the set of RULES
nodes to be examined to the frequent single iterds a

their tidset; in Line 1. The main _computation is The set of all association rules can rapidly grow
performed in CHARM-EXTEND, which returns the g pe unwieldy. The larger the set of frequent gets

set of closed frequent itemséls the more the number of rules presented to the user.
However, since most of these rules turn out to be
CHARM (3 < 7 x T, minsup): redundant, it is not necessary to mine rules freim a
1 Nodes ={|xt(l) : [ €I A [t(1})|= minsup} frequent itemsets. In fact, it is sufficient to sater
2. CHARM-EXTEND (Nodes() only the rules among closed frequent itemsets. IGive
CHARM-EXTEND (Nodes, ) a closed frequent itemset L, rule generation examin
3. for each Xx t(X) in nodes each non-empty subsatand generates the rude=
4. New N=0 and X=X _ _ (L — &) with support = support( and confidence =
5 f<°r each X; x t(X;) in nodes, with f () support [)/support &). This computation can
6. ){S)XU X, and Y = X N t(X) efficie_ntly be done by examining the largest subse_t
7. CHARM-PROPERTY(Nodes, New N) of L first and only proceeding to smaller subsdts i
8. if New N# 0 then CHARM-EXTEND the generated rules have the required minimum
(NewN) confidence [4].
9. € =c U X/lif Xis not subsumed
CHARM-PROPERTY (Nodes, New N)
10. if (| Y |=minsup) then
11. if t(Xi) = t(X) then //property 1 7. EXPERIMENTAL ANALYSIS
12. Remove; from Nodes
13. Replace all Xvith X OF THE SYSTEM
14. else if t(X) c t(X) then //property 2
15. Replace all Mith X Experimental analysis of a sample dataset
16. e'seF;f () z(t(ij) thﬁn é’PrOPeftW is described though the system can efficiently work
1;' e X Y o NN with the sale dataset and the supply chain dataset,
19, else if t&) # t(X) then //property 4 each of which has about 2000 _tran_sactior_13. Figure 3
20. Add X x Y to NewN shows the sample dataset, which is the input to the
Figure 2. CHARM Algorithm system. Figure 4 shows the rules generated from the

set of all non-closed frequent itemsets. Figure 5
CHARM-EXTEND is responsible for shows association rules which are generated by the

system from the set of all closed frequent itemsets
There are 28 rules, which can be generated from the
set of all non-closed frequent itemsets while 32su
can be generated from the set of all closed frequen
itemsets. As seen in the figures, all of the rubest
can be obtained from the set of all non-closed

tCI:dI—TKLQI\?lag;CEECS'T\PU:edt mthLlne 6'|t.T he rotut|fne frequent itemsets are all equivalent to those rules
) ests ine resuling Sel 101 nich can be obtained from the set of all closed

required support and applies the four prOpertieSfrequent itemsets. This is the same in the casalef
discussed above. Note that this routine may mOdifyand supply chain aatasets
the current node set by deleting itemset-tidsetspai '
that are already contained in other pairs. It also

testing each branch for viability. It extracts each
itemset-tidset pair in the current node Netles (X x

t (X)), Line 3), and combines it with the other pairs
that come after it(; x t (X)) Line 5) according to the
total orderf . The combination of the two itemset-

inserts the newly generated children frequent pairs TRANSS:g'IEJIl(e)Bat?'?IeEtMS

the set of new nodddewN. If this set is non-empty it

is recursively processed in depth-first manner €Lin Tl AC,T.W
8). The possibly extended itemskt of X; is then T2 C.D,W
inserted in the set of closed itemsets, sincernnhot T3 ACTW
be processed further; at this stage any closedséem T4 A.C.DW
containingX; has already been generated. The control 15 ACD,TW
then returns to Line 3 to process the next (unpiune T6 CD,T

branch. The routine CHARM-PROPERTY simply Figure 3. Sample Data



CTW ACT
CT=>W | 75% AC=>T| 75%
Cw=>T 60% AT=>C| 100%
TW=>C | 100% CT=>A| 75%
W=>CT 60% A=>CT| 75%
T=>CW | 75% C=>AT| 50%)
C=>TW | 50% T=>AC| 75%

ATW TW
AT=>W | 100% T=>W 75%
AW=>T | 75% W=>T 60%
TW=>A | 100%

A=>TW | 75% DW
T=>AW | 75% D=>W 75%
W=>AT | 60% W=>D 60%
AC AW
A=>C 100% A=>W | 100%
C=>A 67% W=>A 80%
AT
T=>A 75%
A=>T 75%

Figure 4. Association Rules Generated

From Non-Closed Frequent Iltemsets

ACTW ACW
ACT=>W 100% AC=>W 100%
ACW=>T 100% AW=>C 100%
ATW=>C 100% CW=>A 80%
CTW=>A 100% A=>CW 100%
AC=>TW 75% C=>AW 67%
AT=>CW 100% W=>AC 80%
AW=>CT 75%

TW=>AC 100% CDW

CW=>AT 60% CD=>W 75%)

CT=>AW 75% CW=>D 60%)

A=>CTW 75% DW=>C 100%

C=>ATW 50% C=>DW 50%

T=>ACW 75% D=>CW 75%)

W=>ACT 60% W=>CD 60%)
cr CD

C=>T 66.67% C=>D 66.67%

T=>C 100% D=>C 100%
Cw

C=>w 83.33%

wW=>C 100%

Figure 5. Association Rules Generated
From Closed Frequent Itemsets

8. CONCLUSION

This paper describes the closed association rule
mining concepts and techniques wused in
implementing this generator. It presents how closed
association rule mining differs from traditional
association rule mining. It also describes how
CHARM algorithm works. In addition, this paper
describes the technical feasibility of closed
association rule mining concepts and techniques in
general. The main advantage of the generator ts tha
it is not tied to any specific application. It cae used
with datasets of various application domains. As a
result, it can be used by a wide variety of busnes
applications. In addition, rule generating mechamis
used in the system is based on the concepts and
techniques of closed association rule mining. Thus,
the overall performance of the system is much bette
than that of systems, which are implemented using
traditional association rule mining concepts and
techniques.
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